1.5  SOLUTIONS

Notes: The geometry helps students understand Spaﬁ{u, v}, in preparation for later discussions of subspaces.
The parametric vector form of a solution set will be used throughout the text. Figure 6 will appear again in

Sections 2.9 and 4.8.
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For solving homogeneous systems, the text recommends working with the augmented matrix, although no
calculations take place in the augmented colunmmn. See the Study Guide comments on Exercise 7 that illustrate
two common student errors.

All students need the practice of Exercises 1-14. (Assign all odd, all even, or a mixture. If you do not
assign Exercise 7, be sure to assign both 8 and 10.) Otherwise, a few students may be unable later to find a
basis for a null space or an eigenspace. Exercises 29-34 are important. Exercises 33 and 34 help students later
understand how solutions of 4x = 0 encode linear-dependence relations among the columns of 4. Exercises
35-38 are more challenging. Exercise 37 will help students avoid the standard mistake of forgetting that
Theorem 6 applies only to a consistent equation 4x = b.

1. Reduce the augmented matrix to echelon form and circle the pivot positions. If a column of the
coefficient matrix is not a pivot colunmn, the corresponding variable is free and the system of equations
has a nontrivial sotution. Otherwise, the system has on/y the trivial solution.

2 -5 8 0] (2 -5 8 07] i@ -5 8 0]
-2 =7 1 0{~0 -12 9 0/~0 &D 9 0
4 270JL0 2 9 0 o 0 0 0

The variable x; is free, so the system has a nontrivial solution.

1 -3 7 0 1 -3 7 0“; © -3 7 0
202 1 -4 oimgo -5 10 0~0 3 10 o
1290JL0520JL0 0 12 o

There is no free variable; the system has only the trivial solution.

r_ - R "
s[5 T 0 @ s T 01%.

-6 7 1 GJ Lo &3 15 o

An alert student will realize that row operations are unnecessary. With only two equations, there can be

at most two basic variables. One variable must be free. Refer to Exercise 31 in Section 1.2.

The variable x; is free; the system has nontrivial solutions.

-5 7 9 0]l [ 1 =2 6 00 (-2 6 0
~ !— r ~ O F . X3 is a free variable; the system has
-2 6 0 (-5 7 9 0

03 39 0]

nontrivial solutions. As in Exercise 3, row operations are unnecessary,
~1310“J{1310‘[1040}[@040}
5 1-4 -9 2 O;JLO 36 0~Eo 36 GHG @© 2 0%
0 0

]

0 3 =6 0] [0 -3 -6 0 06 0 0 0 (0 0 0 0
X, - 5x, =0
@ + 2x, = 0. The variable x; is free, x; = 5x;, and x, = —2x5.
0=0
{x{’g TSkl 5]
In parametric vector form, the general solution is X =| X, Jﬁ :I -2y fz;gi -2 l :
Iﬁj L) L IJ
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(13—50-13”»501-3'@0(@040
6., I 4 -8 0»»{01_3 01~10 1 =3 01~10 (D -3 0
{—3-790){02««500000[0000
xy t A4 =0 _ |
() ~ 3x; = 0. The variable x; is free, x; = —4x;, and x = 3x;,
0=20
[x] [4x [—4
In parametric vector form, the general solutionis x=| x, |=| 3x; |=x,| 3 .
X3 {xg |1
7_{13 -3 70"3f@0 9 -8 OJ@ + 9, —8x, =0
01 -4 5 0 {o@w 500 @-d4x +5x, =0

The basic variables are x; and x,, with x; and x; free. Next, x, = ~Ox; + 8x4, and x; = 4x3 — Sx;. The
generai solution is

[ x, —' [ ~9x, +8x, | [~9x, ‘> 8x, [~9 8
e=l ;:} 4xy - 5x, _ 4x, +=~~~5x4 ~x, 4 ‘%, -5
X5 X X3 0 1 0
i_x4J L x, | L0 X, J 0 1
s -2 9 5 0] Do -5 -7 0 &) =5t -Tx, =0
o1 2 6000 2 -6 0f (x)+ 2x, — 65, =0
The basic variables are x; and x,, with x; and x, free Next, x; = 5x3 + 7xy and x, = ~2x3 +6x4 The general
solution in parametric vector form is
[ x, 5% +7x, | f5x31 (x5 71
2%, +6 P2 bx, | -2 6
x= leﬁ ” x4!m' R R = X, +x,
Xy | ; X3 I X3 0 I 0
Lxm! LN J L% | 0] 1
9_! 3 -9 6 0{»}{“1 =3 2 0] (D -3 2 ()1@—3352-{—2):3:0.
(=l 3 =2 0513 96 0,0 0 0 0f 0 =0
The solution is x; = 3x; — 2x3, with x; and x; free. In parametric vector form,
r3x2 —2x; ] EF 3x, | 2x3§ 3] =21
{ i H
X= ! X, ; g 152 ;mez} ii+x3§
Lox J!_OJL“EW, 0] UJ
10 ' 3 0 -4 {}“?(Ca 0 -4 0]0)~3x —4x =0
26 0 -8 o] {o 0 oaJ' 0 =0

The only basic variable is x,, so xa, x3, and x, are free. (Note that x; is not zero.) Also, x; = 3x; + dxy. The
general solution is
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[x ] F3x3+4x4"i M3x,] [07 {”4&"; (32 i‘(ﬂ [4]
i [ i | i
f—xzj i Xy i §£x25 OI go% 2 éof 10!
X:g = - I: + z"*" :xzf z+)f3 {_i-xd, ;
N I | 303{ X 0 | l()j f“ }O
E*"éj Lox L0 [0] [x J EOJ 0] i,IJ
{i -4 -2 0 3 -5 0 j‘l —“4 22 0 0 7 0";@«««4 0 0 0 5 0]
o0 1o 0 -1 o000 10 0 -1o0o 0 0®@O0 0 -l 0
‘500001-4000001%01,0000@40@
0 0 0 0 0 60,0 0 0 0 0 00 /0 00 0 0 0 0
@m 4x, + 5x, =0
@ - Xy = 0 . . .. .
. The basic variables are x,, x5, and x5, The remaining variables are free.
(¥)—4x, =0
0=0
In particular, x4 1$ free (and not zero as some may assume). The solution is x, = 4x; — Sxg, x3 = x¢,
x5 = 4xg, with x5, x4, and x4 free. In parametric vector form,
x ] [4x,-Sxg ] [4x,] (07 [-5x1 T4] To] (=57
X, X5 X, 0 0 1 0 0
X, X 0 0 X4 0 0 1
X = = = + + =x,| [+x,l . |+x
Xy X, 0 X, 0 0 1 0
Xs 4x, 0 0 4x, 0 0 4
e L X% 4 L0 L0 ox 0] 10 1
T T T
u v
Note: The Study Guide discusses two mistakes that students often make on this type of problem.
(152-690035152—6900”?@508100“3
12%0 o 1 -7 4 -8 {}i |O 6 1 -7 4 0 0 '0 o (I -7 4 0 O;
‘Jeoo00103000001000000(90@
0 0 0 0 0 00/ lo oo 0000 00 o 0 0 0 0

@mbez + 8x, + x, =0
Q@—-?ch—i—é%xq =0

=0

=0

The basic variables are x|, x3, and x;; the free variables are x,. x4, and xs. The general solution is
Xp = 53Xy ~ 8X4 — X5, X3 = Tx3 - 4xs, and x4 = 0. In parametric vector form, the solution is
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x| [ 3%, —8x, - xq —5x, | [-8x, -~ Xq -5 -8 -1
X, X, X, 0 0 1 0 0
; Tx,—4 0 7 ~4 0 7 ~4

x=| =] TSl b TS oy tx, b
Xy X, 0 Xy 0 0 I 0
X5 X 0 0 X 0 0 1
B 0 I AL T VR A I | 0] 0] 0]

13. To write the general solution in parametric vector form, pull out the constant terms that do not involve

14.

15.

the free variable:

xl] lf'5+4x3 ‘ EEEARE 47
X=X, = ~2-Tx = =2 }+ Txy |=| =2 [+, =7 | = p+xq

L)@J L X3 L O_f L % 0 1#

T T

P q

51 4
Geometrically, the solution set is the line through {—2 J in the direction of | ~7 |.
0

| 1

To write the general solution in parametric vector form, pull out the constant terms that do not involve
the free variable:

[xl ] [ 3x, O} | 3x, ;“0 3

(X | 8+ xy 8 X, 8 1
x=| "= = |+ = |+x = p+x,q

X 2—-5ng 2] 1-5x,1 |2 -5

x| X4 0 X, 10 P

T T

P q

The solution set is the line through p in the direction of q.

Row reduce the augmented matrix for the system:

{1 31 1] [1 301 1] 1 31 1]
-4 -9 2 —1I~§o 3.6 3|~/0 3 6 3
5-0—3w6~3ji_0~3—6—3§_0000‘l

L1 Do -5 2] & -5%5=-2
2 zmo » 2 zf G+ 2%, = L

3
1
0 0 0] (0 0 0 o0 0

fowe- N v BN

[
|

l
<

Thus x; = -2 + 5x3, x; = | — 2x3, and x, is free. In parametric vector form,

fmx}mf ’{—2-&5;@' f-21 7 stgi -27 . Em 5]

x-——ixz.{zi 1-2x, mi L+ ~2x | = ii-&-x}f—Z%
! | 3

sl Low J L0 L nu] [o) | IJ
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17.

18.
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-2
The solution set is the line through l 1 I, parallel to the line that is the solution set of the homogeneous
L o]
system in Exercise 5,

Row reduce the augmenied matrix for the system:
?;3-4! 354?‘13—54“[@04—5?
~;01«»~33 0 © -3 3|

1 4 -8 7i~10 1 -3
[—3—-79“6_{02—66";000{”!_0000
Xy +dx, =5
@— 3x;, = 3. Thus x; =5 —4x3, x = 3 + 3x3, and x, is free. In parametric vector form,
0 = ¢
x| [-5-4x) [-5] [4x] [-5 [
x=|x, |=| 3+3x _( 34| 3y :[ 34k 3
X x, | 0 1 L0 | 1

-5
The solution set is the line through | 3 |, parallel to the line that is the solution set of the homogeneous
o
system in Exercise 6.

Solve x; + 9x; — 4x; = -2 for the basic variable: x; = -2 — 9x, + 4xy, with x; and x; free. In vector form,
the solution is

oy

X} [ —2-9x, +4x, —; 2] T-9x, ] [4x 2] -0 4
X=X, |= X, =1 01+ x, j+ 0 |= Ol+x,| Ti4x0
BN X 110 0 x| L 0] 0] I
The solution of x; + 9x; — 4x3 = 0 is x; = ~9x, + 4xy, with x; and x; free. In vector form,
x| _~—9x3 + 4x31 { ~—9x2} 4x, -9 47
X=X, (= X, =X (F] 0 j=x] 1j+x 0 =xu+xny
I R i 0 j X3 L 0] 1

The solution set of the homogeneous equation is the plane through the origin in R spanned by
u and v. The solution set of the nonhomogeneous equation is paralle] to this plane and passes through the

2
point p = } 0.
oo
| 0
Solve x; ~ 3x; + 5x3 = 4 for the basic variable: x; = 4 + 3x; — S5x3, with x» and x; free. [n vector form, the
solution is

?xl [4+3x,-5x,] [4“; {'3;@} 50,7 [ 4] 37 -5
: ! [
X= E X, = 0;%; X, i+ 0 §ml 0 +x,i i§+x3 0
: N i ; ;
sl low Lo Lolilw ] Lo Lo 1]
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The solution of xy — 3xy + 5xy = 0 is x; = 3x; — Sx3, with x; and x; free. In vector form,
M5 [3n 5% @ia_xg} rsxg 3] 5]
_I..

i X PR
X=X, = X =E X i+ 0 =x) Li+x) 0 =xu+xv
* | Lo
ES RS L0 x| 0 1

[

The solution set of the homogeneous equation is the plane through the origin in R’ spanned by u and v.
The solution set of the nonhomogencous equation is parallel to this plane and passes through the

M4
pointp= 0.

0]
19. The line through a parallel to b can be written as X = a + ¢ b, where ¢ represents a parameter:
" ] [=21 [=57  [x=-2-5¢
Xx=| = + , or
o) L 00 L3 ixz =3t

20. The line through a parallel to b can be written as x = a + tb, where 7 represents a parameter:

k1 [ (-1 (x=3-7r
. OF
K

X = = +1
x| |4 X, =4+ 8¢

- w - -

5 -
21. The line through p and q is parallel to q ~ p. So, given p =[ 5} and gq =l

q-p= [;3{;52)}; = {_zj ;and writc the lineasx=p + g~ p) = { %}L{_ﬂ .

—6
22. The line through p and q is parallel to q — p. So, given p 2[ SJ and ¢ m[

067 [ 61 -6 6
qmp:[ ~i—§j=£;ﬂ,andwritetheiineasxﬂp*f(Q*P)xi 3]4'{“}

Note: Exercises 21 and 22 prepare for Exercise 27 in Section 1.8.

23. a. True. See the first paragraph of the subsection titled Homogeneous Linear Systems.

b. False. The equation 4x = 0 gives an implicit description of its solution set. See the subsection entitled
Parametric Vector Form. '

¢. False. The equation 4x = 0 always has the trivial solution. The box before Example 1 uses the word
nontrivial instead of trivial. .

d. False. The line goes through p paraliel to v. See the paragraph that precedes Fig. 5.

¢. False. The solution set could be empry! The statement (from Theorem 6) is true only when there
exists a vector p such that Ap=h.

24, a. Falsg.'?x nontrivial solution of 4x = 0 is any nonzero x that satisfies the equation. See the
sentence before Example 2.
b. True. See Example 2 and the paragraph following it.




25.

26.

27.
28.

29,

36.

3L
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¢. True. If the zero vector is a solution, then b = 4x = 40 = §.

d. True. See the paragraph following Example 3.
e. False. The statement is true only when the solution set of 4x = 0 is nonempty. Theorem 6 applies

only to a consistent system.

Suppose p satisfies Ax = b. Then Ap = b. Theorem 6 says that the solution set of Ax = b equals the
set S ={w : w=p + v; for some v;, such that 4v; = 0}. There are two things to prove: (a) every vector
in S satisfies 4x = b, (b) every vector that satisfies 4x =b is in §.
a. Let w have the form w = p + v;,, where Av, = 0. Then
Aw = A(p + vy) = Ap + Avy. By Theorem 5(a) in section 1.4
=b+0=b
So every vector of the form p + v, satisfies 4x = b.
b. Now let w be any solution of Ax = b, and set v, = w — p. Then
Avp=A(w-—p)=Aw-Ap=b-b =10
So vy satisfies Ax = 0. Thus every solution of AX = b has the form w = p + v,

(Geometric argument using Theorem 6.) Since Ax = b is consistent, its solution set is obtained by
translating the solution set of 4x = 0, by Theorem 6. So the solution set of 4x=h is a single vector if
and only if the solution set of 4x = 0 is a single vector, and that happens if and only if 4x = 0 has only
the trivial solution. :

(Proof using free variables.) If Ax = b has a solution, then the solution is unique if and only if there
are no free variables in the corresponding system of equations, that is, if and only if every column of 4 is
a pivot column. This happens if and only if the equation 4x = 0 has only the trivial solution,

When 4 is the 3x3 zero matrix, every x in R’ satisfies Ax = 0. So the solution set is all vectors in R°.

No. If the solution set of 4x = b contained the origin, then 0 would satisfy 40= b, which is not true
since b is not the zero vector.

a. When 4 1s a 3x3 matrix with three pivot positions, the equation 4x = 0 has no free variables and
hence has no nontrivial solution.

b. With three pivot positions, 4 has a pivot position in each of its three rows, By Theorem 4 in
Section 1.4, the equation 4x = b has a solution for every pessible b. The term "possible” in the
exercise means that the only vectors considered in this case are those in R®, because 4 has three rows.

a. When 4 1s a 3x3 matrix with two pivot positions, the equation 4x = 0 has two basic variables and i
one free variable. So Ax = 0 has a nontrivial solution.
b. With only two pivot positions, 4 cannot have a pivot in every row, so by Theorem 4 in Section 1.4,
the equation Ax = b cannot have a solution for every possible b (in RY).

a. When 4 is a 3%2 matrix with two pivot positions, each column is a pivot column. So the equation
Ax = 0 has no free variables and hence no nontrivial solution.
b. With two pivot positions and three rows, 4 cannot have a pivot in every row. So the equation Ax =b
cannot have a solution for every possible b (in R*), by Theorem 4 in Section 1.4.

a. When 4 is a 2x4 matrix with two pivot positions, the equation 4x = 0 has two basic variables and
two Iree variables. So 4x = @ has a nontrivial solution.

b. With two pivot positions and only two rows, 4 has a pivot position in every row. By Theorem 4 in
Section 1.4, the equation 4x = b has asolution for every possible b (in R).
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21 [-6]
i i 1
33, Lookat x| 7|+ xzi 21| and notice that the second cah:mn is 3 times the first. So suitable values for
—d 1 Mg
Lod 4

3
x; and x, would be 3 and -1 respectively. (Another pair would be 6 and -2, etc.) Thus x =[ EJ

satisfies Ax = (.
34. Inspect how the columns a, and a, of 4 are related, The second column is —3/2 times the first. Put

3 .
another way, 3a, + 2a, = 0. Thus { } satisfles Ax =0,

|2
Note: Exercises 33 and 34 set the stage for the concept of linear dependence.

35. Look for4=[a; a, a;]such thatl-a,+ la,+ I-a;=0. That is, construct 4 so that each row sum {the
sum of the entries in a row) is zero.

36. Look for A =[a, a, a;]such that 1 -4y — 2-a, + I-ay= 0, That is, construct 4 so that the sum of the
first and third columns is twice the second column.

37. Since the solution set of Ax = 0 contains the point (4,1), the vector x = (4,1) satisfies Ax = 0. Write this
equation as a vector equation, using a, and a, for the columns of 4:

4'3[ + I‘ag =
Then a, = -4a;. So choose any nonzero vector for the first column of 4 and multiply that column by - 4

. I -4
to get the second column of 4. For example, set 4= L _4:}.

Finally, the only way the solution set of 4% = b could not be paraliel to the line through (1,4) and the
origin is for the solution set of Ax = b to be empry. This does not contradict Theorem 6, because that
theorem applies only to the case when the equation Ax = b has a nonempty solution set. For b, take any
vector that is #ot a multiple of the columns of 4.

Note: In the Study Guide, a “Checkpomt” for Section 1.5 w111 help students with Exercise 37.

38. No. If Ax =y has no solutzon then A cannot have a pwot in each row. Since A4 is 3x3, it has at most two
pivot positions. So the equation Ax = z for any z has at most two basic variables and at least one free
variable. Thus, the solution set for Ax = z is either empty or has infinitely many elements.

39. If u satisfies Ax = 0, then Au = 0. For any scalar c, Theorem 5(b) in Section 1.4 shows that 4(cu) =
cAu=c0=40.
40. Suppose 4u = 0 and Av = . Then, since A(u +v) = Au + Av by Theorem 5(a) in Section 1.4,
Afutvy=da+4v=0+0=0 oo
Now, let ¢ and d be scalars. Using both parts of Theorem 5,
A(cu +dvy= A{cu) + A{dv) = cAu + ddv = cﬁ +d0 =86,

Note: The MATLAB box in the Study Guide ;ntroduces the zeros command, in order to aagment a matrix
with a column of zeros.




